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1. Introduction 

Since the 1940s the problem of information storage and retrieval has attracted 

increasing attention. It is simply stated: we have vast amounts of information to which 

accurate and speedy access is becoming ever more difficult. One effect of this is that 

relevant information gets ignored since it has never uncovered, which in turn leads to 

much duplication of work and effort. With the advent of computers, a great deal of 

thought has been given to use them to provide rapid and intelligent retrieval systems. 

In libraries, many of which certainly have an information storage and retrieval 

problem, some of the more mundane tasks, such as cataloguing and general 

administration, have successfully been taken over by computers. However, the 

problem of effective retrieval remains largely unsolved [1]. 

 

The rapid and increasing development of the Internet, with the consequent huge 

availability of online textual information makes urgent the need for effective 

Information Retrieval Systems. The goal of an Information retrieval System (IRS) is 

to retrieve information considered pertinent to a user’s query. The effectiveness of an 

IR System is measured through parameters, which reflect the ability of the system to 

accomplish such goals. However, the nature of the goal is not deterministic, since 

uncertainty and vagueness are present in many different parts of the retrieval process. 

The user’s expression of his/her information needs in a query is uncertain, and often 

vague, the representation of a document informative content is uncertain, and so is the 

process by witch a query representation is matched to a document representation. The 

effectiveness of an IR System is therefore crucially related to the system’s capability 

to deal with the vagueness and uncertainty of the retrieval process. Commercially 

available IR Systems generally ignore these aspects. 

In recent years a great deal of research in IR has aimed at modeling the vagueness 

and uncertainty, which invariably characterize the management of information. A 

First class of approaches is based on methods of analysis of natural language [2]. The 

main limitation of these methods is the level of deepness of analysis of the language, 

and their consequent range of applicability; a satisfying interpretation of documents 

meaning needs a too large number of decision rules even in narrow application 

domains. A second class of approaches is Probabilistic IR. However, there is another 
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set of approaches receiving increasing interest. This set of approaches goes under the 

name of Soft Information Retrieval or intelligent IR. 

 

2. Information Retrieval 

Information Retrieval is a Branch of Computing Science that aims at storing and 

allowing fast access to a large amount of information. This information can be of any 

kind: textual, visual, or auditory [3]. 

An information retrieval system is a system that is capable of storage, retrieval, 

and maintenance of information items. Presently, most retrieval of non-text items is 

based on searching their textual descriptions. Text items are often referred to as 

documents, and may be of different scope (book, article, paragraph, etc.). Most actual 

IR Systems store and enable the retrieval of only textural information or documents. 

However, this is not an easy task, just to give a clue to its size, it must be noticed that 

often the collections of documents an IR System has to deal with contain several 

thousands or sometime millions of documents. 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Schematic overview of an Information Retrieval System 

A user accesses the IR System by submitting a query; the IR System then tries to 

retrieve all documents that are relevant to the query [15]. To this purpose, in a 

preliminary phase, the documents contained in the archive are analyzed to provide a 

formal representation of their contents: this process is known as “indexing”. Once a 

document has been analyzed, a surrogate describing the document is stored in an 

index, while the document itself is also stored in the collection or archive. To express 

some information needs a user formulates a query, in the system’s query language. 
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The query is matched against entries in the index in order to determine which 

documents are relevant to the user. 

In response to a query, an IRS can provide either an exact answer or a ranking list 

of documents that appear likely to contain information relevant to the query. The 

result depends on the formal model adopted by the system. As it will be explained in 

the following sections, the Boolean model  produces an extract answer, while others,  

apply a partial matching mechanism, which produces a ranking of the retrieved 

documents so that the documents most likely to be relevant are presented to the user 

first. In some IRSs queries are expressed in natural language and to be processed by 

the system they are passed through a query processor which breaks them into their 

constituent’s words. Stop words and suffixes are removed, so that what remains to 

represent query and documents are lists of terms that can be compared using some 

“relevance evaluation” algorithms. A scheme of an IR system is depicted in Fig. 1. 

 

2-2 Information Retrieval Models 

The choice of the formal background to define both the document and query 

representations characterizes the model of an IRS. In the IR literature different models 

have been proposed. 

The Boolean model is still the one most commonly used in commercial IR 

systems. It is based on mathematical set theory. Here documents are represented as 

sets of index terms and Boolean search strategy retrieves those documents which are 

'true' for the query. This formulation only makes sense if the queries are expressed in 

terms of index terms (or keywords) and combined by the usual logical connectives 

AND, OR, and NOT. For example, if the query Q = (K1 AND K2) OR (K3 AND 

(NOT K4)) then the Boolean search will retrieve all documents indexed by K1 and 

K2, as well as all documents indexed by K3 which are not indexed by K4 [1]. 

The vector space (statistical) model is based on a spatial interpretation of both 

documents and queries. An improvement of the document representation over the 

Boolean model is obtained by associating with each index term a numeric value, 

called the index term weight, which expresses the variable degree of significance that 

the term has in synthesizing the information content of the document. Similarity 

measures (matching function) between document and query representation are then 

used to evaluate a document’s relevance with regards to a query. 
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There are many examples of matching functions in the literature. Perhaps the 

simplest is the one associated with the simple matching search strategy. 

If M is the matching function and D is the set of keywords representing the 

document, and Q the set representing the query, then: 

M=
||||||||

||||2
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A popular one used by the SMART project, which they call cosine correlation, 

assumes that the document and query are represented as numerical vectors in t-space, 

that is Q = (q1,q2, . . , qt) and D = (d1, d2, .. ., dt) where qi and di are numerical 

weights associated with the keyword i. The cosine correlation is now simply: 
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Or, in the notation for a vector space with a Euclidean norm, 

 

r = 
||||||||

),(

DQ

DQ

×
=cosineθ  

Where θ is the angle between vectors Q and D. 

The Probabilistic Model [3] ranks documents in decreasing order of their 

evaluated probability of relevance to a user’s information need. Research has made 

much use of formal theories of probability and of statistics in order to evaluate, or at 

least estimate, the probability of relevance. The task of a probabilistic IR system is to 

rank documents according to their estimated probability of being relevant.  

 

2-3- Relevance Feedback and Query Expansion  

The word feedback is normally used to describe the mechanism by which a system 

can improve its performance on a task by taking into account the past performance. In 

other words a simple input-output system feeds back the information from the output 

so that this may be used to improve the performance on the next input. The notion of 

feedback is well established in biological and automatic control systems. It has been 

popularized by Norbert Wiener in his book Cybernetics [1]. In information retrieval 

Relevance feedback has been used with considerable effect [3, 4,14].  
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Relevance feedback is a technique that allows a user to interactively express his 

information requirement by modifying his original query formation with further 

information. This additional information is often provided by indicating some relevant 

documents among the documents retrieved by the system. When a document is 

marked as relevant the RF device analyses the text of the document, picking out terms 

that are statistically significant, and adds these terms to the query. 

Obviously the user cannot mark documents as relevant until some are retrieved, so 

the first search has to be initiated by a query and the initial query specification has to 

be good enough to pick out some relevant documents from the collection. If at least 

one document in the list of retrieved documents matches, or come close to match, the 

user can mark the document(s) as relevant and starts the RF process. If RF performs 

well the next list should be closer to the user’s requirement and contain more relevant 

documents [4]. A schematic view of a RF device is depicted in Fig. 2.  

 

 

 

 

 

 

 

 

 

 

Fig.2. Schematic view of a relevance feedback device. 

 

2-3- Clustering based IR systems 

“Clustering” of documents is the grouping of documents into distinct classes 

according to their intrinsic (usually statistical) properties to improve retrieval 

efficiency. Clustering also improves retrieval effectiveness based on the cluster 

hypothesis: closely associated documents tend to be relevant to the same queries [5, 

6]. 

  Clustering is a kind of classification but it differs from the classification for 

routing purposes. In a routing application, the documents are classified in terms of 

their similarity or relevance to external queries or topics or user profiles. In 
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“clustering,” we seek features that will separate the documents into natural groups 

based entirely on the internal properties of the collection. Ideally, the groups will be 

completely separate and as far apart as possible in feature space. But sometimes, 

overlap of clusters is unavoidable. [3] Since clustering depends on the statistical 

properties of the collection being clustered rather than on matching the documents 

against some external set of queries, it is normally (but not always) applied to a pre-

existing collection rather than an incoming stream of documents as in a routing 

application [3, 7].  

A cluster-based search proceeds to satisfy a query efficiently by identify and 

retrieving only those clusters which exhibit a sufficiently high degree of match with 

the query. Clustering improves the effectiveness of retrieval as it results in the 

retrieval of a higher number of relevant documents for a given amount of effort [3]. 

 

2-3-1 Clustering methods 

In Information Retrieval Systems many methods of clustering are proposed. These 

methods are explained briefly in the following sections. 

 

2-3-1-1 Hierarchical Clustering 

A hierarchical algorithm may start by considering all the documents as a single 

cluster and then breaking it down into smaller clusters (“divisive” clustering). The 

algorithm can start with the individual documents and group them together into 

progressively larger clusters “agglomerative” clustering. Agglomerative clustering 

produces a hierarchy of clusters grouped into larger clusters. It is often called 

Agglomerative Hierarchical Clustering or AHC for short. In the latter case, the 

similarities are sorted in descending order. Initially, each document is considered a 

separate cluster. The general rule is that at each stage the two most similar clusters are 

combined. Initially, the most similar documents are combined into a cluster. At that 

stage, “most similar” means having the highest similarity of any document pair. 

Thereafter, we need a criterion for deciding what “most similar” means when some of 

the clusters are still single documents and some are multi-document clusters that we 

have previously formed by agglomeration (or when all of the clusters have become 

multi-document). The various agglomerative cluster methods are distinguished by the 

rule for determining inter-cluster similarity when one or both clusters contain multiple 

documents [7, 8, 9]. 
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In “single-link” clustering (the most famous clustering method), the similarity 

between two clusters is defined to be “the similarity between the most similar pair of 

items, one of which appears in each cluster; thus each cluster member will be more 

similar to at least one member in that same cluster than to any member of another 

cluster.” The algorithm is called “single-link” because two clusters can be combined 

on the basis of one high similarity between a document in the one cluster and a 

document in the other. It is also called “nearest neighbor” clustering because two 

clusters are combined on the basis of the two documents, one from each cluster, that 

are nearest to each other. Hence, each cluster is formed by a chain of nearest neighbor 

document-to-document single links.  

In “complete-link” clustering by contrast, the similarity between two clusters is 

defined to be “the similarity between the least similar pair of items” one of which 

appears in each cluster. Thus each cluster member is more similar to the most 

dissimilar member of that cluster than to the most dissimilar member of any other 

cluster”. Hence, in the “complete-link” algorithm, the similarity between two clusters 

(which determines whether they should be combined or not) depends on all the 

similarities between documents in the one cluster and documents in the other. 

 

2-3-1-2 Heuristic Clustering  

     The term “heuristic” has been used by authors such as Rijsbergen [3] to 

characterize methods that take shortcuts to achieve greater efficiency in terms of 

space and time requirements. In particular, such terms refer to cluster methods that do 

not generate or do not access the full O (N^2) set of inter-document similarities in a 

collection of N documents. Such methods effectively make fewer (sometimes far 

fewer) effective “passes” through the inter-document similarity matrix or its 

equivalent. In particular, it is characteristic of many such methods that the clusters for 

a given set of N documents vary depending on the order in which documents are 

initially referenced.  

 

2-3-1-3 Incremental Clustering 

Incremental methods make use of a similarity measure but they don’t require that 

similarities be pre-computed for all document pairs. Indeed, all document pairs are not 

available initially, since by definition, incremental methods cluster a stream of 
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incoming documents. The similarities are computed “on the fly” as the documents 

stream past the incremental cluster system [10, 11]. 

 

 

 

3- Intelligent Information Retrieval  

In recent years a lot of effort has been devoted to improve the performance of IR 

systems and research has explored many different approaches to use Machine 

Learning techniques in improving IR systems. 

 Machine learning has many branches: neural network, evolutionary algorithms, 

decision tree and etc.  Genetic algorithm is a Machine Learning and optimization tool 

which can be used for improving the performance of information systems. 

Evolutionary algorithms are based on the Darwinian principles of natural selection. 

These algorithms can be further divided into: GA's, evolutionary strategies, and 

evolutionary programming. While evolutionary programming utilizes changes at the 

level of species, the evolutionary strategies, exploit changes at individual behavioral 

level. 

 GA's are based on genetic operators of selection, crossover, and mutation. GA's are 

robust in searching a multidimensional space to find optimal or near optimal 

solutions. There are a few studies in IR literature that incorporate GA to improve the 

performance of IR systems [8, 12, 13]. 

 

4- Thesis Goal 

As mentioned above, there is a growing need for research at the intersection of 

Information Retrieval, Clustering and Artificial Intelligence. The most important 

problem in IR Systems is that a single word may have many meanings and different 

people may use different words for a single meaning. Use of thesaurus and query 

expansion techniques aims at improving this problem. 

The aim of this project is to improve the performance of IR systems based on 

machine learning techniques and clustering. Special attention will be made to fine-

tune an IR system based on clustering, adaptation and learning. The work will be in 

the following: 
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 Upgrading the performance of clustered-based IR systems with the aid of soft 

computing techniques. 

I try to use a new query sensitive similarity measure for reranking in IR system to 

improve its performance. 

 Proposing a model for combining ranked IR systems and clustering based IR 

systems. 

Also, I try to tune feedback method by query sensitive similarity measures. We know 

that feedback in IR systems can improve its performance, and there are some methods 

that are proposed and used by other researchers. I try to propose a new method and 

evaluate it. 

The final try, using the query sensitive similarity measure in multi text 

summarization.  

The effectiveness of proposed methods will be evaluated using precision and recall on 

standard data collections.  

 

 

 

5- Work plan  

4 months Primary study on the subject of Information Retrieval and 

Clustering. 

2 months Write the  proposal and defence. 

4 month Study the work done by other researchers in the field of 

adaptive Information retrieval Systems. 

4 months Design and propose new methods for reranking and clustering. 

4 months Implementation 

3 months Evaluation of the performance of the method proposed using 

standard methods. 

4 months                writing the first thesis and pre defence.  

3 months  Correcting the thesis and defence. 
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